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Abstract

This article examines applying reinforcement learning to sailing. We
give a model of a simple sailing boat. Standard tabular reinforcement
learning is shown to be ine�ective in controlling this naturally continuous
model. We examine a method [Smith, 2001b] which adaptively quantises
both the state and action spaces and show that it has similar performance
to the tabular case but requires only a fraction of the resources. Finally
we examine the continuous method of wire-�tting [Baird and Klopf, 1993]
combined with advantage learning [Baird, 1995].

Our �ndings suggest that for tasks which require smooth actions in
response to slowly-changing states (such as sailing) the best results are
obtained by using a continuous method. Wire-�tting was found to have
a slower convergence rate, but might form a good starting point for a
yacht's autopilot.

Keywords: [Reinforcement Learning, Sailing, Wire-�tting, Self-organizing
Feature Maps]
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1 Introduction

Sailing is a complex interaction of forces generated by moving through both
wind and water. Machine learning is the automated process of trying to see
patterns inherent in data. This article looks at using sailing as a test problem
and applying several reinforcement learning algorithms to it and is a shortened
version of [Sterne, 2004].

The sailing is modelled using a computer simulation, and it is not claimed
that the �nal solutions found would be applicable to a real-world yacht. More-
over current sailing regulations forbid the use of automated systems in setting
the sails, however there is still scope in creating an autopilot for a yacht.

In [Adriaans, 2003] a description of such an autopilot is given. This system
has a hybrid architecture in which various sailing rules are provided by an expert.
The system then learns the optimal parameters for these rules. Adriaans claimed
that the task of sailing is a di�cult one, with a vast array of sensor information
making convergence of learning algorithms very slow.

This article argues that Adriaans discarded reinforcement learning prema-
turely. Instead of approaching the problem as a monolithic reinforcement learn-
ing problem, it should have been subdivided into behaviours corresponding to
Adriaans' agents, several for each di�erent time-scale. Reinforcement learning
could then be applied to those behaviours which would bene�t from such an
approach1. It would have then been possible to learn each problem in a rea-
sonable amount of time. Moreover a computer simulation could provide a good
�rst approximation of the policy to be learnt.

This article aims to explore one such layer in the architecture - the basic
sailing layer. In this layer, we avoid complications such as obstacle avoidance,
and obtain a starting point for adding other layers onto this architecture.

However sailing is a task which naturally requires continuous actions, and
reinforcement learning for continuous states and actions only has weak guar-
antees for convergence. Moreover the rate of convergence is normally much
slower than tabular reinforcement learning. This article explores the trade-o�s
in several methods while gradually increasing the complexity of the solution.

1.1 Structure of this article

The following section provides some of the related work in the �eld of continuous
state and action reinforcement learning, as well as examining Adriaans' system
in slightly more detail. Section 3 provides a brief introduction to sailing and
presents a model of a sailing boat, along with a hand-coded strategy. Section
4 examines the performance of the standard discrete methods of reinforcement
learning when applied to the model and discusses their limitations. In section 5
we present a method of adaptively quantising the state and action space using
two separate self-organising feature maps. In section 6 the �nal method of using
a neural network to predict the reinforcement received. Finally in section 7 we
provide a conclusion and discuss the �ndings of this research.

1We are not claiming that all such behaviours are appropriate candidates for reinforcement
learning, for example the rules for determining right of way would be better encoded in a
symbolic form, this would give one more con�dence that all possible variations would be
correctly obeyed.
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2 Related Work

In this section we review the relevant work done on the RoboSail project which
looks at applying di�erent machine learning techniques to sailing. This article
assumes the reader is familiar with Reinforcement Learning, if not [Sutton and Barto, 1998]
or [Kaelbling et al., 1996] are both excellent introductions to the subject.

2.1 The RoboSail project

Machine learning techniques have been applied in the domain of sailing already.
In [Adriaans, 2003] the application of reinforcement learning to sailing was ex-
amined, however they reported very slow training times in [van Aartrijk et al., 2002].
Adriaans also argued that di�erent aspects of sailing required di�erent time
scales of evaluation. As an example: while steering the boat requires sub-second
reaction times, other tasks such as navigation only need to be evaluated hourly.
This discouraged the authors and they instead pursued a hybrid approach.

In their approach, basic knowledge of sailing was used to form rule sets, each
operating on a di�erent time-scale. The rules were of the form:

If the apparent wind angle2 is between x and y then the sail
should be set at z.

where x, y and z were de�ned by fuzzy rules. The initial estimates for x, y and
z were supplied by expert knowledge and then �ne-tuned through experience
which took the form of a large database containing actual sailing episodes.

[Adriaans, 2003] split the task into four main agents, each operating on a
di�erent time-scale. They are as follows:

• Skipper - This agent is responsible for tactical decisions, it examines
weather maps and tidal information to establish a goal way point. (This
process is only partly automated, and requires input from the human skip-
per as well.) The Skipper makes decisions roughly every 3-6 hours.

• Navigator - This agent takes the goal way point set by the Skipper and
the boat's current position, it then decides on a compass heading that is
to be followed to best obtain this way point. Decisions at this level are
made every 15-30 minutes.

• Watchman - TheWatchman uses the compass heading it is given as well as
the current heading to determine a rudder target. This decision also takes
into account other factors such as the current wind speed, and sailtrim3.
At this level a decision is made every second.

• Helmsman - The Helmsman accepts the rudder target and the current
speed of the boat. It outputs the force to be exerted by the motors. To
achieve smooth control this is run ten times a second.

This article explores using reinforcement learning in what would be the
Watchman layer. We use only a simple state description under the assumption

2The apparent wind is the di�erence between the true wind and the boat's velocity and is
the wind experienced on the moving boat.

3The sailtrim refers to how the sails are set
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that other layers could be added in a subsumption-style manner [Mahadevan and Connell, 1992]
to modify the original behaviour when necessary. In this manner it is possible
to use reinforcement-learning in an incremental fashion.
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3 The Sailing model

In this section we brie�y introduce the basics of sailing. We go on to describe
in detail the model of a sailing boat which is used in the reinforcement learning
algorithms. We describe the state representation and the performance of a
hand-coded controller.

3.1 Introduction to sailing

For our model only two parts of a boat are relevant: the sail, and the keel
(see Figure 3.1). Both the sail and the keel can be viewed as wings in di�erent
media. Due to wind (or tides) these two media are moving relative to each
other and this creates �ow over both of the wings. If controlled correctly this
enables a boat to be maneuverable and travel in a given direction, as long as
the direction is not directly into the wind. For a longer description, as well as
details of another sailing model please see [Sterne, 2004].

Figure 1: A symbolic view of a boat from above.

Sailing is a non-holonomic control problem, as we are unable to turn on the
spot. This makes it a di�cult problem to learn how to approach a target. In this
article we ignore the problem of approaching a target and instead concentrate
on sailing in a given direction.4

3.1.1 Continuous states and actions?

As a control problem, sailing warrants continuous states and actions. There are
several reasons for this:

• In an ideal solution the rudder is to be used as little as possible; every
time the rudder is used, it acts as a brake, slowing the boat down.

• The lift generated by the sail is very sensitive to the angle of attack.
Changes of less than 5◦ can result in a signi�cant loss of lift (see �gure
3(a)), and the boat will sail a lot slower. If the variables were to be discrete
and have su�cient resolution the space requirements would be huge.

While both the rudder and sail require fairly sensitive control, we can still hope
to learn the correct actions in a given context. This is because the performance
varies smoothly; as we approach the optimal action the reward increases in a
fairly linear manner. However we will still have to deal with the problem of
delayed reward; for example in both of our models if we are currently sailing
slowly away from the target then the best action is to build up speed so that
the rudder becomes e�ective, and we are then able to turn and sail directly
towards the target. A short term solution would rather use the rudder as much
as possible to slow down the boat, so that we sail away from the target as slowly
as possible.

4It is later shown, if the controller is su�ciently good at sailing in a target direction, then
it is able to sail a course, which involves approaching several targets.
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3.2 Timin's Model

The model was designed by Mitchell Timin for use in research into evolving
a neural network controller[Timin, 2006]. Originally the sailing model had to
learn to sail around a circular island, however we modi�ed the task so that
it had to sail in a given direction. The AnnEvolve group was able to evolve
a controller which sailed around the island in 90% of the trials. The original
model also had a shifting wind, which made the task more complex. We chose
to use a steady wind model, since we can rotate the boat and target direction
until the wind is aligned to north.

Figure 2: The AnnEvolve Model. αs and αk stand for the angle of attack in the
sail and rudder respectively.

As shown in Figure 2 the heading of the boat is derived from the direction of
the velocity of the boat (i.e. the boat's drection is found by adding the velocity
vector to the keel angle). The boat changes its heading through the use of of
the sails and keel, which both generate forces parallel and perpendicular to the
path of the boat. The forces change the velocity, which in turn changes the
heading of the boat. An unrealistic side-e�ect of this is that the boat is easily
maneuvered at low speeds (since the direction of the velocity can change quite
drastically if there is only a small amount of momentum). The state and action
variables are as follows (with the ranges given in brackets) :

State Action
Speed [0, 0.5] Rudder [−π

4 , π
4 ]

Relative wind [−π, π] Sail [−π
2 , π

2 ]
Directional error [−π, π]

The Speed is the euclidean norm of the velocity. The Relative wind is the
di�erence in angles between the target direction and the relative wind measured
in radians. The directional error is the di�erence between the heading and the
target direction. The state representation is realistic in the sense that this
information would be readily available on a sailing boat.

The Rudder is measured as the angle of attack (i.e. an angle relative to
the moving water). The sail's angle of attack is speci�ed with respect to the
apparent wind, however with a larger range.

The angles of attack are converted into forces parallel (drag) and perpendic-
ular (lift) to the wind and water (see �gure 3(a). The drag and lift coe�cients
are calculated using the polar diagram shown in 3(b) and are multiplied by the
sail area (or rudder area). The force is then:

F = c×m× V 2 ×A

where:

• c is the coe�cient (lift or drag)

• m is a coe�cient representing the density of the medium through which
the sail/rudder travels. For air this is 1.226 kg/m3, water is 1000 kg/m3.

• V is the velocity.
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Figure 3: Calculating the resultant forces.

• A represents the area of the sail or rudder.

(from [Marchaj, 1964] page 70).
To transform the angles of attack into actual forces estimates of the boat's

measurements were needed. We modi�ed Timin's original �gures to give a
model which was slightly more maneuvrable (by lowering the mass). The mea-
surements were as follows:

Measure Measurement
Sail Area 100m2

Rudder Area 6m2

Boat Mass 10, 000kg

Initially we had hoped to be able to learn the tacking behaviour5 required
for sailing into the wind, by simply specifying a direction which was too close to
the wind. Unfortunately none of the learning methods surveyed could handle
this problem. All would be able to head somewhat into the wind, however the
drag of the wind would continually slow them down, until their velocity was
away from the target. Since heading is dependent on velocity, the boats would
end up sailing away from the target. In some cases they might recover, and
head towards the wind again however they would be losing ground, rather than
gaining ground. To overcome this we ensured that the required headings would
never be pointing less than 45◦ into the wind.

5When the target is almost directly into the wind then a boat cannot sail to the target
directly. Instead it sails roughly 45◦ to one side of the wind and then turns (known as `tacking')
to sail on the other side of the wind.
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3.3 Mathematical updates of the dynamics and reward

signal

The update is based on a second order Adams-Bashforth update (see page 295
in [Burden and Faires, 1997]). If trying to �nd a solution to the problem:

v̇(x) = f(x)

An approximate solution can be given in the form:

v(xt) = v(xt−∆t) + ∆t(1.5f(xt)− 0.5f(xt−∆t))

Since force is proportional to acceleration we can use this formula to calculate
the velocity. We can also use this formula to calculate the updated position
from the velocity. The update equations are as follows:

xi+1 = xi + (1.5ẋi − 0.5ẋi−1)∆t

ẋi+1 = ẋi + (1.5ẍi − 0.5ẍi−1)∆t

with xi, ẋi and ẍi representing the position, velocity and acceleration respec-
tively. To calculate the acceleration the force vectors are simply summed (ẍ =
1
m

∑
j fj).

At �rst glance the simplest and most intuitive reward function would be
to give a reward proportional to the distance covered in the target direction.
However in the above formulas the position is updated using the old velocities.
Thus the reward received would be the same for all actions in a given state and
only the next state would receive di�erent rewards. To avoid this we chose to
use the directional velocity as a reward signal which still gives us a useful reward
signal, with the advantage of having immediate feedback.

3.3.1 Hand-coding a controller

In order to provide a baseline performance we hand-coded a controller. This
proved quite time-consuming as changing the policy often had unintended con-
sequences. This was in part due to the simpli�cations the model made which
made the task less intuitively like sailing. Nevertheless we obtained a reasonably
simple controller which had good performance.

The actions of the controller are calculated as:

αs ⇐ −0.4× RW

αr ⇐

{
0 if ‖DE‖ < pi

9

sign(DE)DE
2

2.3 otherwise.

where DE stands for Directional error, and RW stands for the relative wind. By
using the rudder only when the directional error was large we were able to sail
quite fast, and still steer the boat using the sail. While this controller is not
optimal (it does not use speed information) it appears to be close to optimal.
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3.3.2 Evaluating performance

To test the performance we sailed a simple triangular course with it, see �gure
4(a). In this course sailing from buoy 1 to buoy 2 is directly into the wind,
which requires tacking. While our controller is capable of doing this, it does not
do it particularly well if one notices how far away from the wind the boat has
to sail. Also in moving from buoy 2 to 3 the controller does not sail a straight
line.

However the boat is able to maintain a good speed, while sailing the course.
This is shown in �gure 4(b). To obtain this graph we randomly started the boat
in 100 random positions far away from a target, the reward for 100 simulation
steps was recorded. The average distance covered towards the target direction
in each simulation step is plotted.
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Figure 4: The hand-coded performance for Timin's model.
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Figure 5: Three di�erent types of eligibility traces, from left to right: a spatial
trace, a temporal trace and a spatio-temporal trace. Eligibility is represented
through shading; darker states are more eligible (after [Thompson, 2002])

4 Discrete Methods

In this section the normal reinforcement learning method of dividing up the
state space is examined. We also test the spatio-temporal eligibility trace. It is
shown that these naïve approaches result in an extremely slow learning rate and
are rather wasteful. The trace does improve the performance noticeably but is
still a poor method for this task.

4.1 Spatio-temporal traces

Here we examine the use of a spatio-temporal eligibility trace [Thompson, 2002].
The standard temporal trace [Singh and Sutton, 1996] awards eligibility to states
which have recently been experienced, while a spatial trace awards eligibility to
states that are similar to the experienced state. A spatio-temporal trace simply
awards eligibility to states similar to those recently experienced (see �gure 5).
In this way we can hope to gather a broad overview of the task, early on, with-
out having to experience every state. As the trial progresses however we will
want to narrow the spatial aspect of the trace to enable a higher resolution of
the task.

To implement the spatio-temporal trace we included the idea of a neighbour-
hood in the update equation of the standard eligibility trace to:

elig(i, j)⇐ max(neighbour(i, j), λγelig(i, j)) (1)

We implemented the eligibility trace in this manner as we felt this was faithful
to the original theory of replacing traces [Sutton and Barto, 1998]. Our method
has the advantage of degenerating into a standard replacing trace as the spatial
eligibilty shrinks. Our neighbour function was a Gaussian curve centred on the
closest discrete state (with a maximum value of 1).

4.2 The Naïve Method

Due to the additional complexity involved in a continuous reinforcement learn-
ing framework when researchers are faced with a naturally continuous problem
many simply convert it to a discrete problem. However the performance can be
severely hampered as a result of many things:

• Too coarse a discretisation. If the continuous variables are sectioned too
coarsely then it is possible that many conceptually distinct states which
require separate actions are now mapped to the same discrete state. This
will result in poor learning as there will be a large variation in the rewards
received for each action.

• Too �ne a quantisation. However if the variables are sectioned too �nely
then there is a problem with the `Curse of Dimensionality'. Moreover it
is highly unlikely that each state will be experienced a su�cient number
of times as the size of the state space explodes exponentially.
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• The wrong o�set. Even if the discretisation has partitioned the state
space into correctly sized units there is no guarantee that these states will
be nicely aligned with signi�cant changes in the reward function. If the
boundary condition of conceptually di�erent states lie in the middle of a
discrete state then that state would receive con�icting reinforcement.

While we could use expert knowledge to quantize the states in an intelligent
manner to help lessen these problems, we chose to �rst examine tabula rasa
learning's performance. As a further research direction it would be interesting
to see how much better the methods surveyed here would perform with the
incorporation of expert knowledge.

4.2.1 Experimental Setup

To learn the Annevolve task the state-action space was sectioned as follows:

• 12 states for the relative wind equally spaced in [−π, π].

• 12 states to encode the directional error equally spaced in [−π, π].

• 5 states for the speed ([0.05, 0.5]).

• 5 states for the rudder action ([−π
4 , π

4 ]).

• 5 states for the sail action in ([−π
2 , π

2 ]).

This resulted in a total of 18000 state-action pairs (experiments were carried
out with �ner quantization, but the performance did not improve signi�cantly).
Standard temporal di�erence learning (TD(λ)) was implemented with the pa-
rameters as follows:

Parameter Value
λ 0.9
γ 0.9
ε 0.9× 0.9995t + 0.05
α 0.5× 0.9995t + 0.3

where ε represented the probability that an exploratory action would be taken,
and α represented the weighting that was given to new experience. These pa-
rameters have been shown to be fairly robust in terms of performance so we did
not attempt to optimise them extensively. The decaying formulas used for α
and ε were found to be useful in transitioning gracefully from an initial value to
a �nal value.

4.2.2 Results

We tested the standard tabular method as well as the method involving spatio-
temporal traces on Timin's model. We �rst evaluated the learning speed for both
methods. This was done by training each method for a total of 30000 steps but
evaluating the performance after every 1000.6 (The performance evaluation was

6This experience was broken up into shorter episodes lasting 50 simulation steps, which
ensured that most of the state space was experienced. Thus performance was evaluated after
every 20 episodes.
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the discounted reward from 50 episodes; each 50 steps long with no exploratory
moves.) This was repeated 15 times and the results are plotted in �gure 6(a).
From this we can see that the spatio-temporal trace has increased the learning
rate greatly; the performance plateaus after roughly 15000 steps. [Smith, 2001a]
reports that neighbourhood learning increased the rate of convergence by a fac-
tor of six, from this diagram it seems that spatio-temporal learning has an even
faster rate; the performance after 1000 steps is roughly equivalent to the �nal
performance of the standard method after 30000. However if the experiment is
run for a su�ciently long time then the standard method eventually increases
its performance to the same level.

The �nal performance was also examined in more detail. When evaluating
the performance of both methods exploratory moves were turned o� and the
simulation was run for 100 steps. This was repeated 100 times and the average
reinforcement was recorded. The results are plotted in �gure 6(b). From this
we can see that using a spatio-temporal trace performs best with an average
reward consistently greater than 0.2.

Qualitatively the controller was able to sail reasonably e�ciently away from
the wind. The controller was able to marginally sail into the wind, however was
unable to tack when the course changed direction. This would result in the boat
drifting slowly away from the target.

However we may improve things by only focusing on the regions which are
likely to occur during normal sailing. This leads to adaptive quantisation.
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5 Adaptive discrete reinforcment learning

In the previous section static quantisation of the state-action space was ex-
plored. In this section we present a method of dynamic quantisation taken from
[Smith, 2001b]. We also explore whether a change of state representation a�ects
Smith's method.

5.1 Self-organizing feature maps

Self-organizing feature maps (SOFM's) are an unsupervised form of learning[Kohonen, 1997].
They were developed by Teuvo Kohonen. They have been used in many areas
(A recent bibliography of the applications of Kohonen nets lists 5000 articles
[Kaski et al., 1998] [Oja et al., 2003]).

SOFM's are used to discover properties of an input distribution. For this
paper we will use two SOFM's: one to discover the frequently visited states in
the normal course of sailing, and another to �nd useful actions.

A SOFM consists of several nodes joined together in a speci�ed topology.
When an input is presented to the SOFM the winning node is identi�ed. This
node is then moved closer to the input, all of the winning nodes neighbours
are also moved (but not quite as much). This simple algorithm allows a simple
representation (the speci�ed topology) of a possibly complex input distribution.
This property of SOFM's is exploited in the following section on Smith's method.

5.2 Smith's method

In [Smith, 2001b] the tasks attempted needed only a one-step return, such as
controlling a Khepara robot and shows that this method is able to learn an ade-
quate controller for such a task. The sailing task is considerably more complex,
and represents a good test of the scaling properties of the algorithm. However
since this task is more complex the spatio-temporal trace from section 4 is used.
In this way neighbouring state-action pairs can share the reward.

The algorithm uses two Kohonen Self Organising Feature Maps (SOFM's).
The �rst SOFM is used to map actions and the second is inputs. A Q-table is
maintained as a link between states and actions. The algorithm is as follows
(taken from [Smith, 2001a]):

1. Initialise the input map and action map to small random values.

2. Present the input map with the current state vector and identify the win-
ning unit in the input map (sj).

3. Identify a unit in the action map as follows:

action =
{

arg maxa(Q(sj , a)) with Pr(1− ε)
Random Action with Pr(ε)

4. The action chosen is calculated by adding some exploratory noise to the
weights of the winning node of the action map.

5. Receive reinforcement r and next state s′ from the environment.

14



6. If r + γ maxi Q(s′j , ai) > Q(sj , aj), then the perturbed action appears to
be an improvement over the proposed action, so update the action map
towards the perturbed action.

7. Update all Q-values towards the corrected return proportionallly to the
Q-learning rate and the product of the two neighbourhoods (of the two
SOFM's) :

elig(s, a)← max(Nstate(s)Naction(a), γλelig(s, a)) (2)

Q(s, a)← Q(s, a) + α(t)elig(s, a)
[
r + γ max

a′
Q(s′, a′)−Q(s, a)

]
8. Update the input map towards the state just seen according to the usual

SOFM update rule.

9. Goto instruction 2

5.2.1 Adaptive Discretisation

Smith's method is attractive for several reasons:

• Adaptivity The most important reason is that the discretisation is adaptive
in both the state and the action spaces. This is important in learning to
control a sailing model as it is not clear which states will be experienced,
in using the model. It also avoids many of the di�culties discussed in the
beginning of this section.

• Simplicity The second reason for choosing such a method is for its con-
ceptual simplicity. It is easy to understand and implement.

• Distribution sensitive The SOFM honours the input distribution, this al-
lows a higher resolution in state-space regions which are experienced more
often. While there is no guarantee that this is where the resolution is
needed it does seem reasonable to apportion resources this way.

Comparing the update equation 2 (on page 15) with equation 1 (on page 10)one
notices how the product of the neighbourhood functions of the state SOFM and
the action SOFM, forms the spatio-temporal trace. In [Smith, 2001a] this is
called neighbourhood Q-learning, however the temporal aspect of the trace is
not included in that article.

5.3 Representation of the state

An advantage of using self organising maps is their dimensionality reduction.
They automatically map onto any manifold present in the state space, which
allows us to use a better representation of the state space. Rather than using the
angles directly we are now able to take the sine and cosine of the angles. Using
this representation angles slightly less than π appear close to angles slightly
greater than −π, if one uses the plain angle then these angles appear far apart.
While the size of the the state representation has increased, there is no change
in the intrinsic dimensionality. Respecting any manifold present in the state
space could speed up learning signi�cantly.
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Figure 7: A comparison of di�erent state representations on the learning per-
formance (Timin's model)

Unfortunately Smith's method requires the setting of many parameters. The
interested reader is advised to consult [Sterne, 2004] for a full description of the
parameters (fortunately the performace of Smith's algorithm appears robust for
most of the parameters).

In order to ensure the SOFM's covered the entire state space they were
trained in short episodes (50 steps long) and we randomly reinitialised the model
afterwards. This ensured that large parts of the SOFM did not converge to cover
a single episode, which would occur if many similar states were shown to the
SOFM. The experiment was repeated 15 times and the averaged results are
shown in �gure 7.

It is impressive that the method has learnt reasonable control of Timin's
model with one �fth of the number of states as in the discrete case. We did
experiment with using larger state space maps, however the performance did
not improve signi�cantly and the training times were noticeably longer.

From �gure 7 we can see that there is no increase in the performance when
using the sine and cosine of the angles rather than the angles themselves. This
is due to the fact that the best place to introduce a discontinuity would be
between π and −π since this is the angle at which the best direction to turn
changes. By breaking the angle in the best place there is nothing to be gained
from using a sine and cosine representation, but it is reassuring that there is
nothing to be lost either.

Qualitatively the performance is identical for both representations. The boat
has learnt to sail downwind very well, however it battles to sail even slightly
above the wind. The controller's actions are somewhat jerky and this de�nitely
reduces its e�ectiveness (since it slows down the boat considerably). While there
are ways to interpolate outputs in a SOFM, [Aupetit et al., 2000], it is not clear
how to apply reinforcement learning to such interpolated results. It is quite easy
to think of scenarios where such interpolation could lead to disastrous results.
For example if one is trying to learn obstacle avoidance in a mobile robot then
averaging a left turn and a right turn could result in a collision. This suggests
a naturally continuous method might be best.

16



6 Continuous-state Reinforcement learning

In this section we present the �nal method examined for sailing control. Wire-
�tting [Baird and Klopf, 1993], uses a function approximation scheme and an
interpolation function to approximate the value function.

One of the main problems in extending Reinforcement Learning theory to
continuous states is the problem of divergence. For problems with continuous
states some sort of generalization is required. However many of the theoretical
guarantees rely strongly on each state being experienced many times, not merely
similar states. Thus many of the guarantees on convergence fall away, and in
some cases divergence has been observed.

Divergence in some cases hasn't stopped researchers from exploring these
methods. Many researchers have tried using a function approximator to estimate
the value of the current state. The best known success is Tesauro's Backgammon
player (TD-Gammon) which has learnt to play at grandmaster level. 7 This
was achieved through repeated self-play with the information used to update a
three layer back-propagation network. See [Tesauro, 1995] for more details.

However in [Boyan and Moore, 1995] several straightforward examples are
shown which reliably diverge using a variety of di�erent function approximation
schemes. The simplest case of proven divergence is Baird's counterexample
[Sutton and Barto, 1998]. In this case the estimated value can diverge, even
though the linear function could represent the true value exactly. The lack of
convergence for this simple case, is worrying and there are other cases where
divergence occurs [Baird, 1999].

The problem of divergence also partly occurs as a result of bootstrapping.
This refers to the process of learning a new estimate of a state based on the
estimates of other states. In [Thrun and Schwartz, 1993] reasons are given why
bootstrapping can lead to divergence. In this paper they consider a reinforce-
ment learning problem where reward is given only at the end of an episodic task.
As a result the values of the initial states don't di�er by much, as the decayed
future reward is small. Taking a non-optimal move will result in only a small
penalty. If the function approximation scheme introduces random, unbiased
noise, then under certain conditions we can expect Q-learning to fail.

This is as result of the max operator which introduces bias into the unbiased
noise. However this biased noise can easily dominate the useful information. In
this case the network is expected to fail, and will not improve beyond a random
controller.

6.1 Advantage updating

The problem of overestimation increases when the values of the possible ac-
tions don't di�er by much. In this case even discrete Q-learning su�ers from
long training times. In [Baird, 1993] Baird argues that as a control problem
approaches continuous time (i.e. the time between action selection decreases)
then the cost of choosing a suboptimal action approaches zero. This is because
the change in states becomes vanishingly small for any given action (in con-
tinuous time). As it does so the time required to train a discrete controller

7While Backgammon is not a problem involving continuous states or actions the size of the
state-action space is prohibitively large, thus requiring the generalisation needed for continuous
reinforcement learning.
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increases exponentially. In [Baird, 1993] a solution is proposed where one learns
`advantages', which in essence represents the derivative.

Mathematically, as

lim
∆t→0

Q(s, a)→ max
a′

Q(s, a′)

which implies that ∀a,a′∈AQ(s, a) − Q(s, a′) → 0, di�erentiating between the
optimal and worst possible action becomes impossible. However if we de�ne an
advantage as:

A(s, a) = lim
∆t→0

Q(s, a)−maxa′ Q(s, a′)
∆t

(3)

where ∆t is the time step then it does not converge to zero for all actions in the
state. Advantage updating has been shown to have constant convergence time in
simulations where the time step approaches zero [Baird, 1993]. Moreover since
the advantage function does not approach zero for all actions there is more
chance of representing it reasonably accurately with a function approximator
(although divergence is still possible).

However one consequence of equation 3 is that the maximum advantage
in any state is zero. This makes it hard to determine which states are more
desirable than others. An estimate of the next state's value is also required to
update the advantage estimate. Originally Baird proposed to learn the value
function as well as the advantage function. However it is possible to modify
the rule so that the maximum value is unchanged. We discuss this form of
advantage learning in more depth in section 6.4.

6.2 Residual Methods

Residual methods are promising as they are only slightly di�erent formulation of
the problem, and they have convergence proofs. We brie�y sketch a derivation of
the formula below, by considering the Q-learning update (the interested reader
should consult [Baird, 1999] and [Baird, 1995] for a more in-depth derivation).

Assume we have a parameterisation of the Q-values as Q(x, u, w) where w
is a vector of weights. A direct method attempts to minimise the temporal
di�erence error directly:

∆w = α
(
R + γ max

u′
Q(x′, u′)−Q(x, u)

) ∂Q(x, u)
∂w

(4)

however this can lead to instability and divergence as mentioned earlier. Rather
we try to minimise the mean squared Bellman residual which is de�ned as:

E =
1
n

Σx

[
〈R + γ max

u′
Q(x′, u′)〉 −Q(x, u)

]2

This gives rise to the residual update:

∆w = α
[
R + γ max

u′
Q(x′, u′)−Q(x, u)

] [
∂

∂w
γ max

u′
Q(x′, u′)− ∂

∂w
Q(x, u)

]
(5)

For this update convergence can be guaranteed to a local minimum of the Bell-
man residual. However the convergence can be very slow, to overcome this Baird
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Figure 8: The wire-�tting architecture (after [Baird and Klopf, 1993]).

proposes a weighted average of 4 and 5. If one is careful with the weighting fac-
tor then one can guarantee that the update is never away from the direction
suggested by eqation 5. Thus the guarantee of convergence still holds.

This learning rule can be applied to other forms of learning such as advantage
learning. In the next section we use a neural network trained on targets which
have been modi�ed using a form of the above update, but modi�ed to work on
advantages rather than Q-learning.

6.3 Wire-�tting

Wire-�tting[Baird and Klopf, 1993] has been succesfuly used on a similiar task
: controlling an autonomous underwater vehicle [Gaskett et al., 1999b]. Wire-
�tting requires a function approximator (such as a neural network) to estimate
several control actions(ui's) as well as control values(yi's). A control action is
a potential action for a given state, in this article the actions consist of setting
the sail and setting the rudder. Each control value is an estimate of the reward
received for taking the corresponding control action. The neural network maps
the given state into estimated control values and control actions. These control
actions and control values are fed into the interpolation function:

f(u) = lim
ε→0

∑
i yi × [‖u− ui‖+ c(maxk yk − yi) + ε]−1∑

i [‖u− ui‖+ c(maxk yk − yi) + ε]−1 (6)

by using this interpolation function we are able to estimate the reward received
from actions other than the control actions. Equation 6 has some useful prop-
erties for reinforcement learning:

• No wild predictions. If the point encountered is far away from known
points then the expected value is simply the average of the control values.
This prevents any unrealistic extrapolation.

• Analytical Maximum. Since any point away from the control actions is
a weighted average of the control values, the maximum of the function
must occur at one of the actions. Moreover the form of the interpolation
guarantees that that maximum will pass through the maximum control
value. This means that �nding the maximum of the function does not
require any evaluations of the function, one can simply use the maximum
control value.

• Di�erentiability. This function is di�erentiable, which allows the gradient
of the error to be calculated and passed back to the function approximation
scheme. This gradient can then be used to calculate new targets to train
the function approximation scheme on. Since the gradient of equation
6 has a complicated form it is not presented here. It is not technically
di�cult to derive however and the interested reader is advised to read
[Gaskett et al., 1999a] for more details.

Since the control values and actions are the output of a function approximator
they are smooth functions of the state. Since the policy is simply the action
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with the maximum control value we can see that the policy action is also a
smooth function of the state. However taking the maximum introduces discon-
tinuities into the policy action at decision boundaries where the action with the
maximum value changes. This is a good class of policies, as the crisp decision
boundaries avoid problems with averaging intermediate values, for example in
a collision avoidance task either a left turn or a right turn might be acceptable
but averaging them results in moving forwards which could lead to a collision.

A potential disadvantage is that the formula relies on the norm. For high
dimensional spaces the norm behaves non-intuitively [Bishop, 1995] 8. This
would have the result that the interpolated function would be near the mean
for most input values, rendering the interpolated function useless for very high-
dimensional surfaces.

Added �exibility comes from the fact that architecture does not place any
restrictions on the type of function approximation scheme. For this task we used
a back-propagation neural network [Bishop, 1995], but other types are possible
such as lazy learning or radial basis functions.

An outline of the algorithm we followed:

1. Initialise the neural network weights to small random values.

2. Calculate control actions and control values by presenting the current state
to the neural network.

3. Get the action

action =
{

ui where i = arg maxj(yj) with Pr(1− ε)
Random Action with Pr(ε)

4. Add some exploratory noise to the action.

5. Take action and observe reward r and next state s′.

6. Calculate the reward predicted by equation 6.

7. Calculate the gradient of the error and use this to update the network
weights.

8. Train the network on the updated control actions and values.

9. Goto step 2.

We also found it necessary to bound the targets for the control actions and
action or else they would sometimes diverge. This is in part due to the gradient
calculation updating all the control actions when it really only needs to update
the nearest few. As an example if the sampled action has a lower reward than
predicted it will push all the control actions which are above it (i.e. have a
greater control value) away and lower them slightly. If they are already at the
bounds of the action space it makes sense to restrict them, since they will not
contribute to the surface otherwise.

8Bishop gives an exercise showing that the proportion of volume that a d-dimensional
sphere contained in a d-dimensional cube tends to zero as d increases. As a control action
only has a spherical region of in�uence (from the norm) this shows that it too su�ers from
problems of dimensionality although to a far lesser extent than most other methods.
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6.4 Advantage learning

Since wire-�tting is designed for continuous state and action methods, it is
natural to include advantage updating which can speed the convergence of near-
continuous time learning by orders of magnitude [Baird, 1993]. If a problem
requires continuous states and actions it is normally because �ne-grained control
is required. Advantage updating emphasizes the di�erences between states by
a factor proportional to 1/∆t (see page 17 for more details).

In the original paper on advantage updating, it was proposed that one learn
both a value function and an advantage function which is then normalised so
that the maximum value for the advantage is zero in all states. However it is
possible to modify the formula so that one does not need to model both the
value and advantage functions [Baird, 1995]:

A(x, u)← (1− α)A(x, u)+

α

[
1

∆t
(R + γ∆t max

ut+1
A(xt+1, ut+1)) + (1− 1

∆t
) max

ut

A(xt, ut)
]

(7)

This is the advantage learning update (as opposed to advantage updating).

6.5 Experimental Setup

Since we are using a neural network for learning, we must be careful of forgetting
previous knowledge. This interference can occur if we only focus on updating the
network for the most recent experience. If we perform an update which is greedy
with respect to the new experience we can change the network in other parts of
the state-space for the worse. There are many ways to avoid interference; we take
the simplest approach of performing training updates in batches. Other methods
do exist, another method followed in [Gaskett et al., 1999a] is to maintain a
bu�er of experience which is constantly updated and retrained.

We found that increasing the size of the batches lead to increased perfor-
mance. This is probably as a result of minimising the possible interference.
However we found that initially only small batches were necessary to increase
the performance. This led us to starting with a small batch size and incremen-
tally increasing it after every batch update. We also found that the advantage
learning update had slow convergence which meant we needed more than dou-
ble the previous number of iterations of any other method to achieve maximum
performance.

The parameters for both tasks are given:
Parameter AnnEvolve
Initial Batch size 400
Increment 100
Number of updates 30
Number of control wires 25
Number of hidden units 12

The neural network had a single hidden layer of tansig units, with a linear
output layer. We wanted to con�rm the results of [Gaskett et al., 1999a] which
showed a noticeable di�erence in performance between the standard temporal
di�erence update and the update proposed by advantage learning. To test this
we ran 15 trials of each update. The results are shown in �gure 9(a). It is
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Figure 9: Wire-�tting for Timin's sailing model.
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Figure 10: A comparison of the wire-�tting surfaces (note the di�erent scales in
the Z-axis)

interesting to note the di�erences in the surfaces predicted by both methods.
We plot two typical surfaces in �gure 10; note the increased scale in the z-axis for
the advantage updating method, this increased scale gives the neural network
an easier surface to �t, which accounts for the improved performance.

Advantage learning performs particularly well on learning Timin's model. In
fact it found several solutions which were better than the hand-coded controller
(see �gure 4(a)). To quantify the di�erence in speed we timed a good solution
found by wire-�tting with the hand-coded controller and found that the hand-
coded controller required 2137 simulation steps to complete a �xed course, while
the wire-�tting solution took only 1578. The means that the learned model is
approximately 36% faster, yet on average receives less reward. This is due to the
fact that hand-coded controller cannot sail close to the wind and has to cover
much more distance as a result. This extra distance allows the learnt controller
to win when sailing a course.
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Figure 11: Two examples of solutions for Timin's model found using wire-�tting.
(Compare these with �gure 4(a))

We do �nd it rather strange that in none of the trials did wire-�tting �nd a
strategy similar to the hand-coded's, since this seems to result in more positive
reinforcement received. It is possible that this is due to the exploration noise
and short episodes which would limit the maximum speed achievable. This
encourages the agent to �nd the best direction when at this maximum speed.

However since the algorithm is only guaranteed to converge on a local min-
imum not all trials had equally good results. In �gure 9(b) we plotted the
performance of �ve individual trials. From this we can see that four of the trials
converged to solutions which had better performance than the other methods
and a single trial converged to a bad solution. Unfortunately most of the time
the controllers were able to sail very e�ciently into the wind on one side, but
not e�ciently on the other. Taking advantage of the left-right symmetry in this
task would improve their performance further.
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7 Discussion

This article originally had the intent of examining the claim made in [Adriaans, 2003]
that reinforcement learning when applied to sailing had an incredibly slow con-
vergence rate. While standard reinforcement techniques were slow there exist
several techniques which are able to speed reinforcement learning, these include
spatio-temporal traces and adaptive discretization.

However to �nd an improved controller we needed to use wire-�tting, which
was comparatively slow. It should be pointed out that in [van Aartrijk and Samoocha, 2003]
data-mining is performed on a database containing twelve million entries. Given
this amount of experience we feel it would be possible to achieve good perfor-
mance using reinforcement learning for several of the behaviours in Adriaans'
agent based decomposition.

Tabular learning was unable to sail a course, due to the discontinuous actions
it would take. This would both slow the boat and were not su�ciently �ne-
grained to ensure the boat was completely controllable. Smith's method was
able to reproduce the performance of the tabular methods with only a fraction
of the resources, yet this was still insu�cient. Wire-�tting was able to �nd a
solution which sailed a course faster than the hand-coded controller. It was able
to do this by travelling more directly to the way-points. While it is a bit strange
that the solutions found received less reward than the hand-coded controller, we
feel this can be explained through the e�ects of the random exploratory noise.
The noise limited the maximum speed the boat could travel at and the agent
then focussed on sailing as directly as possible instead.

7.1 Future Research

In both Smith's method and wire-�tting there was a small amount of �ne-tuning
noise which was added to each action. In a real system one would not be able to
simply add random noise, but one could systematically �ne-tune the action with
a coherent exploration strategy. This would enable the autopilot to slowly adapt
to each boat, an advantage which is not present in the current architecture of
Adriaans.

This forms the suggested direction of future research; to apply reinforcement
learning to other behaviours in the behaviour-based decomposition of Adriaans
in order to determine whether or not such a compositional approach to rein-
forcement learning is viable. However several other research directions arose
which also appear promising. These are listed below.

7.1.1 Interpolation

We feel Smith's method performed extremely well considering its limited re-
sources. It might have performed even better had there been an appropriate
form of interpolation. One such heuristic could consider not just the winning
node in the state SOFM, but also its nearest neighbour. If the actions recom-
mended by both nodes are reasonably similar then the average of the actions
could be chosen. If the actions are quite distinct then only one action should
be chosen.

This would avoid trying to average a left turn and a right turn and end up
moving forward into an obstacle etc. However this approach seems to introduce
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even more parameters into Smith's method which already has too many. The
most natural way of de�ning similar actions would be to determine the dis-
tance from each action node in terms of the number of nodes separating them.
However this is left as a possible future research direction.

7.1.2 Symmetry

Since the task is symmetrical between left and right, learning could be sped up
if one takes advantage of this symmetry. Unfortunately it is unlikely that the
performance will improve as we ran all the learning methods until they showed
no increase in performance.

7.1.3 Expert Knowledge

To obtain a fair comparison of the di�erent reinforcement learning methods we
used tabula rasa learning. However several of the methods could be consid-
erably improved with the incorporation of expert knowledge. This knowledge
could be included through an intelligent division of the state in the standard
reinforcement learning. In Smith's method expert knowledge could be used to
initialise the positions of the nodes of both the state and action SOFM's. It
is not clear however how to incorporate expert knowledge into the wire-�tting
method.
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