
Incorporating Context and User Feedback in Pen-Based Interfaces
�

Martin Szummer and Philip J. Cowans
�

Microsoft Research
Cambridge, CB3 0FB, UK

szummer@microsoft.com, pjc51@cam.ac.uk

Abstract

We propose a joint probabilistic model for grouping and la-
beling hand-drawn ink strokes. We demonstrate that simul-
taneous grouping and labeling yields superior accuracy to la-
beling alone. Our probabilistic formulation has many advan-
tages, exact inference is feasible, and we obtain confidence
estimates. We show how to incorporate user feedback by con-
ditioning our model, and discuss different types of inference
tasks suited for various user interactions.

Introduction
The recent growth in the availability of pen-based input de-
vices, notably in Tablet PCs, Personal Digital Assistants
(PDAs) and mobile telephones, has increased the importance
of algorithms which process hand-drawn input. One task
which falls into this category is that of interpreting text and
drawings. In order to perform this task, it is desirable to
be able to group ink strokes into perceptually salient objects
and label the objects according to their type. These tasks are
highly context-dependent; it is difficult to classify a single
ink stroke without considering the rest of the drawing.

To improve accuracy in these difficult tasks, systems
should exploit user interaction and feedback to update
grouping and labeling results. In this paper we develop a
general approach that both exploits context and incorporates
user feedback to perform grouping and labeling at the same
time. When the user corrects errors made by the system,
the drawing is reinterpreted to incorporate the new informa-
tion. We consider explicit feedback such as user corrections
to recognition and grouping, but also implicit information
gained from operations such as copying and pasting.

We show the significant benefits of using a joint proba-
bilistic model for grouping and labeling ink. Joint modelling
considers all ink together, and is a natural way of incorporat-
ing context, promising accurate recognition. We also show
�
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that accuracy is improved by simultaneous grouping and la-
beling. Our model is formulated in a probabilistic frame-
work, which allows us to ask the most appropriate questions
for the task at hand.

Previous work addressing the issue of perceptual group-
ing of ink (Saund 2003) has not been formulated within a
probabilistic framework. Other work (Mankoff 2001) has
discussed the use of uncertainty in user interfaces in a more
general context. Conditional probabilistic models have been
used for the related task of labeling images (Kumar & Hebert
2003), but their domain required approximate methods. Si-
multaneous segmentation and labeling has been performed
using a generative model (Tu et al. 2003), but again it was
necessary to resort to approximate inference, in this case us-
ing Monte Carlo methods. In contrast, we show how to fea-
sibly employ exact inference in the ink domain.

In this work, we restrict ourselves to the task of interpret-
ing organisational charts of the type shown in Figure 1(a). In
this context, perceptual objects are either containers, repre-
senting organisational units, or connectors representing the
relationships between them. However, our approach is gen-
eral and may be applied to a wide variety of grouping and
labeling tasks.

This paper consists of two parts. First we introduce the
probabilistic model used to perform labeling and grouping.
We then discuss the application of the model from the per-
spective of user-interaction, showing how it can be used to
incorporate feedback into the interpretation process.

Joint Probabilistic Models
The input data available to our algorithm is a set of strokes,
each represented by a set of sampled pen locations. A sin-
gle stroke is defined as the ink produced between subsequent
pen-down and pen-up events. In general, strokes defined in
this way are not sufficiently fine-grained for our needs; a
single stroke may well span more than one object. The first
stage is therefore to split the strokes into smaller fragments,
which are assumed to belong to a single object. Fragmenta-
tion is performed by dividing each stroke into sections which
are straight to within a given tolerance. Each fragment is
therefore derived from a single stroke.

We exploit context by employing a probabilistic model
defined jointly over all ink fragments,���	��
�������
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Figure 1: An example of a typical drawing. (a) shows the
original ink, (b) shows the resulting labeling and grouping
of ink fragments after whole drawing parsing has been per-
formed. Dark lines indicate containers and lighter lines are
connectors. Dashed boxes enclose ink fragments which have
been grouped as belonging to the same perceptual object.
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Figure 2: The graph � constructed from a set of ink frag-
ments. Each vertex represents a fragment, and the edges
represent interactions which will be included in the proba-
bilistic model.

where
�

is a random vector representing the observed ink
and

�
is a vector of model parameters.

��� ��� ��� �
repre-

sents the output grouping and labeling.
�

consists of labels,���	��
��������������
, denoting connector or container and

a segmentation matrix
�

with entries � ��� ���
if fragments �

and � are in the same group and � otherwise. The label and
group of each fragment depends on its associated ink as well
as on the labels, groups and ink of its spatial and temporal
neighbors.

The exact form of the model is similar to the Conditional
Random Field (CRF) (Lafferty, McCallum, & Pereira 2001),
which is a discriminative classifier using a Markov Random
Field (MRF) (Jensen 2001) whose potentials are dependent
on the observed ink. The model makes use of an undirected
graph, � � �� �"! �

, containing one vertex for each ink frag-
ment (see Figure 2(b)). This graph represents the dependen-
cies between ink fragments; for each pair of fragments con-
nected by an edge, an explicit interaction will be included in
the model. However, by transitivity implicit dependencies
between fragments which are not directly connected will be
induced. The graph will also affect the set of possible group-
ings; groupings will only be considered which are contigu-
ous on � , that is, for any pair of fragments which are in the
same group, there must be a path between their associated
vertices in � passing only through vertices which are also in
the same group.

Ideally, we would use the fully connected graph so as to
incorporate all possible correlations between fragments. Un-
fortunately such a graph results in computations which are
intractable, so a less dense graph must be used as an approx-
imation. The graph must be triangulated, that is it must not
contain any cycles of length greater than three which are not
spanned by a chord. For such graphs, an important quantity
is the maximum clique size, where a clique is a fully con-
nected subgraph. The computations described below have
complexities which scale with this quantity, so it is neces-
sary to restrict ourselves to graphs whose maximum clique
size is relatively small. Malvestuto (1991) provides a greedy
heuristic for constructing such graphs, whereas Karger and
Srebro (2001) provide a more theoretically justified global
algorithm.



In this work, we use a simpler approach. In our algo-
rithm, � is constructed by first producing a candidate graph
(which is not necessarily triangulated) constructed by con-
necting all pairs of fragments which are closer than a max-
imum threshold distance. Triangulation is then performed,
to find the final form for � . Note that interactions are con-
sidered for all edges, even those added during triangulation.
While our method does not give any guarantees about the
maximum clique size of the resulting graph, in general rea-
sonable clique sizes are produced. On our training database,
the mean maximum clique size is ��� � . Practically, we found
that maximum clique sizes up to � could be feasibly handled
by our MATLAB implementation of the algorithm.

Our model is defined as a product of potential func-
tions. We employ two types of potentials: observation po-
tentials � � � � � ������� measure the compatibility of one label
at node � with its associated ink and interaction potentials� �	� � � � � �������

measure the compatibility between neighbor-
ing groups and labels, depending on their associated ink.
We include one observation potential for each ink fragment,
and one interaction potential for each pair of fragments con-
nected by an edge in � . Formally, the model assigns proba-
bilities to a joint grouping and labeling according to

� � ��
 ����� � � �
 �	������� ��	�� � � �	� � ������� �� �	� ������� � �	� � � � � ��� ��� �
(2)

The constant

 � ��� ���

is required to ensure that the distribu-
tion sums to one. Specifically,
 � ��� ��� ������� �

���� � � �	��� � ��� � � �� ��� ������� � ��� � �	��� � ��� � � � (3)

While at first glance this summation seems difficult to com-
pute owing to the very large number of possible configu-
rations included, it is possible to perform the computation
efficiently by exploiting the structure of � with a message-
passing algorithm known as a sum-product algorithm (Cow-
ans 2004). This algorithm calculates the sum by passing
messages between sets of vertices on � representing the re-
sults of local computations.

Rather than working directly with the raw ink data, we de-
fine a number of observation and interaction features, � � � � �
and � � � � � � for each vertex and edge respectively. The
choice of features will be discussed below. The form of the
observation potentials is� � � � � ��� ��� �! #"%$ � 
 �'&)( � � � � � � � (4)

and the interaction potentials are given by� �	� � � 
� � 
 � � ������� �+*, -  #"�$ ��. (ss � � � �	� � � � ��� � �
,

� � 
 � #"�$ ��. (

sd � ��� � � � � � ��� � � , 
� � 
 � #"�$ ��. (
dd � ��� �	� � � � ��� � � , 
�0/� 
 � �

(5)
The parameters are

� � � & ��.
ss
��.

sd
�
and

.
dd
� � Different

parameters
.

ss,
.

sd, and
.

dd are used depending on whether
fragments � and � have the same label or not, and belong
to the same group or not. There are only three cases, since
fragments in the same group must have the same label, and
fragments with different labels must lie in different groups.

No. Description
1–11 Length
12–20 Angle
21–29 Angles of neighbors
30–40 Relative angles of neighbors
41–51 Distances to neighbors

52 Long fragment indicator
53 Full container template

54–55 T-junction count
56 Neighboring full container template
57 Container edge template

58–60 Container start template
61 Bias dummy feature

Table 1: Observation features

No. Description
1–11 Angles
12–22 Distance
23–28 Stroke ordering

29 T-junction count
30 Full container template
31 Container side template
32 Container bottom template
33 Neighboring container template
34 Similar direction indicator
35 Fragment alignment indicator
36 Right-angle indicator
37 Bias dummy feature

Table 2: Interaction features

Training
Rather than manually specifying the parameters

�
, the prob-

abilistic framework gives us a principled way to learn them
from example user drawings with known ground-truth label-
ing and grouping,

�21��� 1� �
. We find the maximum a posteriori

(MAP) parameter values using Bayes’ rule:

� MAP �436587:9)3;"<>= � = 1��
�1� � �@?BA � � ���C?
(6)

A gradient ascent algorithm is used to find the parame-
ter values which maximise this probability.

� � ���
is a prior

distribution over parameter values, which will be discussed
below.

Features and priors
We chose features to reflect the spatial and temporal dis-
tribution of ink strokes, for example lengths and angles of
fragments, whether two fragments were drawn with a sin-
gle stroke, and the temporal ordering of strokes. We also
used a number of ‘template’ features which were designed
to capture important higher level aspects of the ink, such as
the presence of T-junctions. A full list of features is given in
Tables 1 and 2.

The features fall into three categories: (1) binary features
which describe the presence or absence of a particular prop-



erty, for example whether two fragments were drawn in the
same stroke, (2) counting features which represent the num-
ber of times that a particular event occurs in association
with the related ink, for example, the number of T-junctions
amongst the neighbors, and (3) continuous features which
represent a continuous variable, for example, the angle be-
tween two fragments.

While the first two categories may be used directly as fea-
tures, the third is not well-suited to this purpose as there is
not necessarily a linear relationship between the raw feature
value and the ‘degree of fit’ of a particular label or grouping.
Instead, a set of histogram features is used, each of which is
triggered when the raw value lies within a given range. As
we expect the degree of fit to vary relatively smoothly with
the raw value, it is appropriate to use a correlated prior on
the weights of these features. We choose a non-diagonal
Gaussian prior for these weights, with a covariance matrix�

having components� � � ����� A# #"%$ ���	� ��
 � ��
 � � � � � (7)

corresponding to the ����� and ����� histogram bins.

 �

and

 �

are the raw feature values corresponding to the centres of the
bins, and

� ��
 � ��
 � �
is a measure of the distance between

them. Here we assume this is linear in

 
 � � 
 � 


. Binary
and counting features are given independent Gaussian priors
with standard deviation

�
.

Inference
Having trained the model, it can now be used to make infer-
ences concerning newly observed drawings. The exact na-
ture of the inferences required depends on the task at hand.
Several possible user-interaction scenarios are outlined be-
low.

Whole-drawing Parsing
Given a set of ink fragments, one possible task is to fully
interpret the whole drawing. This process involves making
a ‘hard’ decision concerning the grouping and labeling of
all fragments. Typically, this is necessary in order to per-
form tasks such as beautification; the conversion of the hand
drawn drawing to a machine generated equivalent.

Mathematically speaking, this task involves finding the
most probable joint labeling and segmentation:

� MP � argmax

�
� �	� 
 ����� �

(8)

This can be found efficiently using the max-product algo-
rithm (Cowans 2004); a message passing technique similar
to the sum-product algorithm used during training. An ex-
ample of the typical output from this process is shown in
Figure 1(b).

To test the performance of the model on this task, we col-
lected a set of 40 example drawings, consisting of a total
of 2157 ink fragments. Three random splits were generated,
each consisting of 20 drawings used for training and 20 used
for evaluation. Training was performed by finding the MAP

Labeling Error
Model 1 2 3 Mean

L � ����� � � ��� �%� ��� � � ���
LI � � ��� � � ��� � � ��� �2� ���

% � � ��� � ��� � ��� � ��� � ����� ��� � ��� � ���
LI/L

� ��� � ���
GLI � � � � � � ��� � � ��� ��� ���
% � � � ��� � � �!� � ����� � �����

GLI/LI
� ���

Table 3: Labeling errors for the three models. Results are
given separately for the three cross-validation splits. Rel-
ative differences are shown between models L and LI, and
between LI and GLI. The mean relative differences are ag-
gregations of the differences for each split, rather than the
differences between the means for individual models. This
is to reduce the effect of systematic variation between splits.

Grouping Error
Model 1 2 3 Mean
GLI 28 49 30 36

Table 4: Grouping errors for the GLI model.

weights as described above. A BFGS optimiser was used to
perform the maximisation.

We compared three versions of the model. The simplest
version, L, does not include interaction potentials, so deci-
sions are made locally without the explicit use of contextual
information (although some contextual information is incor-
porated through the choice of features). This model is not
capable of performing grouping. Version LI includes inter-
action potentials, but only to differentiate between two frag-
ments having the same label or a different label; no grouping
is performed. Finally, version GLI is the full model as de-
scribed above, with grouping and labeling being performed
simultaneously.

Results of these experiments are shown in Tables 3 and
4. Labeling errors are quoted simply as the fraction of frag-
ments incorrectly labeled. To evaluate grouping results we
used a modified version of the error metric used by Martin
et. al. (2001). The error for the �"��� fragment is# � � �%$ � � � � � 
 & � ���%$ �(')& � ��� � � 
+* 
 & � ��� � �(')& � ���,$ � 

 & � ��� $ � 
 �

(9)
where

& � ��� �
is the set of all fragments in the same group as

� , �,$ is the ground-truth segmentation and
� � is the segmen-

tation being evaluated. Summing over all fragments gives
the overall error# � �,$ ��� � � ���

�
# � ���,$ ��� � � (10)

Detailed results for all drawings are available online1.
These results indicate that good performance for both la-

beling and grouping can be achieved. The improvement in

1http://research.microsoft.com/˜szummer/
aaai04/



labeling between the L and LI models indicates that the in-
corporation of explicit contextual information through the
use of interaction features is important, as expected. The
fact that a further improvement in labeling performance is
seen between the LI and GLI models shows that simultane-
ously grouping can improve labeling performance too.

Estimation of Uncertainties
An advantage of the probabilistic framework is that the prob-
ability of making errors during a hard decision can be esti-
mated. This information can be used to prompt the user for
clarification if the probability of error is too high. Estimation
of the probability that a given fragment has been incorrectly
labeled can be obtained by computing marginal probabili-
ties, found by summing over all configurations consistent
with a particular labeling

� � 
� ���
 
������� � �
����� � � � = 
 � ���
 �	��
 � � � 
����� ?

(11)

Where
��
 �

is a vector representing the labels of all fragments
other than the ���� . As before, this sum can be efficiently
computed using the sum-product algorithm. Having com-
puted this, the estimated probability of error is

� err � �
�
����
� � 
 MP 
������� (12)

where

 MP is the label assigned during the hard decision pro-

cess. Figure 3 shows these probabilities for a typical draw-
ing. A similar process is possible for groupings, in which
case it is appropriate to calculate the marginal probabilities
for each adjacent pair of fragments on � being in the same
group or separate groups, and compare with the most prob-
able configuration.

There are a number of ways of selecting a region of the
drawing in which to ask the user for clarification. One pos-
sible choice is to simply ask for clarification in the region
where there is greatest uncertainty. While straightforward,
this may not be the optimal method, and several other meth-
ods have been proposed in the field of active learning (Cohn,
Ghahramani, & Jordan 1995).

Local Parsing
Although whole drawing parsing can be efficiently per-
formed, it is our belief that probabilistic interpretation of
drawings should adhere to the following two principles.

1. Hard decisions should be made as late as possible.

2. Where possible, hard decisions should be presented lo-
cally rather than globally.

In other words, rather than attempting to make a hard deci-
sion as soon as ink is available, the presentation of the ink to
the user should remain in as close as possible to the original
form until the user explicitly selects an operation (such as
beautification) which requires a hard decision to be made.
In the meantime, the user is able to edit the raw ink, assisted
by temporary, local decisions made by the system. During
this process, implicit feedback can be collected which may
improve later decisions.

0.91 
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0.93 
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0.95 
0.97 

0.95 

(a)

Figure 3: Result of labeling by marginalizing groupings
(11). Estimated confidence (probability of correct recogni-
tion) when making hard labeling decisions after whole draw-
ing parsing. The 10 lowest confidences are shown. The sec-
ond and third lowest-confidence predictions (0.73 and 0.78)
do coincide with actual labeling errors (connectors misla-
beled as containers). The system can exploit confidence es-
timates to selectively seek confirmation from the user.

In general, local parsing requires different inferences to
processing the whole drawing. The following are two exam-
ples of scenarios where this is the case:

1. Local labeling: In some cases it is desirable to find the
most probable label for a given fragment while marginal-
ising out the labeling of other fragments, as well as the
grouping of the whole drawing. For example, if the
user makes a change to the properties of a fragment, and
wishes to propagate those changes to all other fragments
with the same label. In this case, the appropriate infer-
ence is to find the marginal probabilities over labels for
the selected fragment, and to choose the label for which
this value is highest. This does not necessarily give the
same result as that obtained from whole-drawing parsing.

2. Object selection: The user will often want to manipulate
perceptual objects, for example to move or resize them,
or to change properties such as colors and line styles. The
user indicates the object to be manipulated by selecting
one of the component fragments, at which point the whole
object is identified and highlighted. In order to identify
the set of fragments to be highlighted the following in-
ference task must be performed: find the most probable
set of fragments which belong to the same object as the
fragment which was selected. This is not the same as
the task of finding the most probable global configura-
tion and identifying the perceptual object to which the se-
lected fragment belongs in that case; the former sums over
all possible configurations of the fragments not in the se-
lected object, as well as the label of the object which is
selected. A branch-and-bound search algorithm may be



suitable for efficiently performing this computation.

User Feedback
Although it is of course desirable to produce a system which
is able to perfectly group and label fragments, in practice
errors are made. Fortunately, the probabilistic framework
allows corrections to be made in a principled way. Suppose
that system’s initial interpretation was in fact wrong. Ex-
plicit feedback can be obtained by the user making correc-
tions, for example, indicating that a particular fragment has
been incorrectly included in the target object, or has been as-
signed the wrong label. Such interactions can be interpreted
in terms of constraints and allow the initial interpretation to
be re-estimated using conditional probabilities. An advan-
tage of this approach is that correction of a single fragment
may result in changes to many other fragments. An example
of this is shown in Figure 4.

Further feedback may be gathered implicitly, for example,
if having selected an object, the user manipulates that ob-
ject (moving it, changing the object’s properties, performing
copy and paste activities and so on), it is possible to inter-
pret this as evidence that the initial interpretation was cor-
rect. This information can also be incorporated into future
inferences.

Constraints can be placed either for individual fragments
(stating that they must have a particular label) or for pairs
of fragments (stating, for example, that they must belong to
the same object). Constraints involving larger groups can be
expressed in this way, for example the statement that a set of
three or more fragments must be in the same object can be
expressed in terms of pairwise constraints between all pairs
within the set (many of which are redundant).

A list of supplied constraints, � , can be maintained by
the system, and can be included in future decisions through
the use of conditional probabilities. In other words, once the
user corrects errors in an interpretation of the drawing, a new
interpretation can be generated by finding the most probable
configuration conditioned on the constraints being satisfied:

� MAP � argmax

�
� � � 
����� � � � (13)

The constraint can be inserted as additional terms in the
model, in other words:

� � � 
 ��� � � � � � �
 � ��� � � ����� � � �	� � ��� ����� �	� ������� � �	� � � � � ������� �� � ��� � � � � � ��� (14)

where � � � � � � ��� ��� � is satisfied in
�

� � � is violated in
� �

Unary constraints, and pairwise constraints between frag-
ments connected by an edge in � can be inserted into the
model without changing the complexity of inference. If the
constraint involves fragments which are not already con-
nected, an extra edge must be inserted into � to accommo-
date this. This necessitates re-triangulation, potentially in-
creasing the maximal clique size and therefore may increase

the complexity of inference significantly. In this case it may
be necessary to remove other edges to keep the clique size at
an acceptable level, or to request a different constraint from
the user.

In general it is not necessary to work with ‘hard’ con-
straints; if the information supplied by the user is ‘soft’ in
nature, evidence stating that configurations satisfying a par-
ticular constraining are simply more probable can also be
used. In this case the new potentials can be replaced by

�� � � � � � �	� �
� � is satisfied in
�� � �

is violated in
� �

Where
�

is a small, but non-zero constant specifying the
‘strength’ of the constraint, with smaller values being
‘harder’. In practice it may be necessary to do this in all
cases to allow for the case where the user specifies incon-
sistent constraints. It may also be desirable to use this tech-
nique to assign greater importance to more recently supplied
constraints, or to reduce the importance of constraints given
before new ink was obtained.

Conclusions and Further Work
We have described a probabilistic model for simultaneously
grouping and labeling ink fragments. Experimental results
show that the model performs well on the task of interpret-
ing organisational charts consisting of container and connec-
tors. In particular, we have demonstrated that using a joint
model to include contextual information improves perfor-
mance, and that simultaneous labeling and grouping gives
increased accuracy even if only the labelings are considered.

We have also demonstrated that the use of a probabilis-
tic framework provides a number of advantages from a user
interface perspective. In particular, it is possible to estimate
the probability of errors during the interpretation task, which
can be used to prompt the user for feedback. When feedback
is obtained, it is possible to incorporate it in a principled way
by using constraints.

Rather than asking the user to make specific corrections,
an alternative approach is to present the user with a choice
of possible interpretations. Nilsson (Nilsson 1998) has pre-
sented an efficient algorithm to find the � most probable
configurations which is suitable for use in the case where
we are only interested in labeling. In the future we would
like to investigate the use of these techniques.

In general it may be desirable to use ‘factorised’ � -most-
probable lists. For example, if there are two distinct areas
of the drawing in which the interpretation is uncertain, it is
better to provide separate lists for the separate areas rather
than asking the user to select from a list of all possible com-
binations. Finding possible factorisations is another area for
further work.
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Figure 4: An example of incorporating user feedback. (a) shows the most probable joint grouping and labeling without feed-
back, showing three mislabeled fragments (40, 41, 54), as well as incorrect groupings (two containers grouped together at the
lower right). The system is the least confident about the labelings of exactly the mislabeled fragments. (b) shows the results af-
ter the user indicated that fragments 41 and 43 should belong to different groups, as should fragments 50 and 55. This feedback
results in correct grouping and labeling of fragments 40 and 41, as well as correct grouping of the two containers. Fragment
54 is still mislabeled, but can be corrected with one additional step of feedback (either by labeling it as a connector, or by
indicating that it does not belong to the same object as fragment 57).
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